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Resumen

El trauma es la principal causa mundial de muerte entre las personas menores de
40 años. Además, el trauma severo es un importante problema de salud pública
global, que contribuye a aproximadamente 1 de cada 10 muertes y resulta en la
muerte mundial anual de más de 5,8 millones de personas. Por lo tanto, registrar
información de todos estos casos ha sido una tarea muy importante en los últimos
años.

Las características de los pacientes que sufrieron un traumatismo se recopilan
en una base de datos junto con el estado de su estadía en el hospital y toda la
información sobre los procedimientos realizados al paciente y las estancias en la
Unidad de Cuidados Intensivos (UCI) si ese fuera el caso. Trabajaremos con la base
de datos TQP PUF AY 2016, que contiene todos los registros enviados al Banco
Nacional de Datos de Trauma (NTDB) hasta 2016.

Esta Tésis de Máster se enfoca en poder crear un modelo predictivo que pueda inte-
grarse con simulaciones médicas, existentes o nuevas, para mejorar el entrenamiento
impartido a los equipos de servicios médicos de emergencia (EMS) y del departamento
de emergencia (ED). Y en analizar la base de datos de traumatismos TQP PUF de
2016, compuesta de 32 tablas con distintos tipos de datos (por ejemplo, demografía,
signos vitales, alta de pacientes), tratando de encontrar correlaciones en los datos
que nos permitan explotar aún más la relación para tratar de modelar un sistema de
predicción. El proyecto se centraría en el estudio de la evolución de los pacientes con
trauma en el hospital, un análisis profundo de los diferentes índices que existen (por
ejemplo, Glasgow Coma Scale (GCS), Abbreviated Injury Scale (AIS)) y su papel en
la definición del estado de un paciente con trauma.

Este objetivo se ha logrado parcialmente. Aunque se realizó una serie de operaciones
para limpiar y preparar la base de datos, con el fin de mejorar los resultados del análisis
de correlación, no se encontró una correlación significativa que pudiera integrarse en
un sistema de pronóstico.

Sin embargo, el análisis de la base de datos se realizó con éxito, y pudimos conocer
la precisión de los distintos índices de trauma evaluados: Glasgow Coma Scale (GCS),
Injury Severity Score (ISS), Revised Trauma Score (RTS) y Trauma and Injury
Severity Score (TRISS); y cómo los distintos parámetros involucrados en el trauma,
como los signos vitales de los pacientes, y el tipo y la ubicación de la lesión, afectan
al resultado del paciente.

Palabras clave: Análisis de datos, modelos de pronóstico, predicción, análisis de
correlación, índices de trauma.





Abstract

Trauma is the main worldwide cause of death among people under 40 years old.
Furthermore, severe trauma is a major global public health issue, contributing to
about 1 in 10 mortalities and resulting in the annual worldwide death of more than
5,8 million people. Therefore, to register information of all these cases has been a
very important task in the past years.

The characteristics of patients who suffered a traumatism are gathered in a database
along with the status in their stay in the hospital and all the information regarding
procedures done to the patient and Intensive Care Unit (ICU) stays if that were the
case. We will be working with the database TQP PUF AY 2016, which contains all
records sent to the National Trauma Data Bank (NTDB) up to 2016.

This Master Thesis focuses on being able to create a predictive model that could be
integrated with existing or new medical simulations in order to improve the training
given to the Emergency Medical Services (EMS) and Emergency Department (ED)
teams. And to analyze the TQP PUF trauma database from 2016, composed of
32 tables with distinct types of data (e.g. demography, vitals, discharge), trying to
find correlations in the data enabling us to further exploit the relation to try and
model a prediction system. The project would focus on the study of the evolution
of patients with trauma in the hospital, a deep analysis of the different indexes that
exist (e.g. Glasgow Coma Scale (GCS), Abbreviated Injury Scale (AIS)) and their
role at defining the state of a patient with trauma.

This objective has been achieved partially, although a series of operations to clean
and prepare the database was performed, in order to improve the results of the
correlation analysis, no significant correlation was found that could be integrated
into a prognostic system.

However, the analysis of the database was successfully carried out, and we could
learn of the accuracy of the distinct trauma scores evaluated: Glasgow Coma Scale
(GCS), Injury Severity Score (ISS), Revised Trauma Score (RTS), and Trauma and
Injury Severity Score(TRISS); and how the distinct parameters involved in trauma,
such as, patients vital signs, and type and location of injury, affected the patient
outcome.

Keywords: Data analysis, prognostic models, prediction, correlation analysis,
trauma scores.
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1. Introduction

This Master Thesis aims to find and exploit correlations or relations between
dependent variables to try and model, if possible, a way to predict the outcome
of patients with trauma.

1.1. Thesis focus

Trauma is the main worldwide cause of death among people under 35 years old [1].
Furthermore, severe trauma is a major global public health issue, contributing to
about 1 in 10 mortalities and resulting in the annual worldwide death of more than
5.8 millions people. The three main types of physical trauma are:

Blunt force trauma: When an object or force strikes the body.

Penetrating trauma: When an object pierces the skin or the body.

Burn trauma: The result of a burn in an area of the body.

Therefore, to register information of all these cases has been a very important task
in the past years.

In the United States the characteristics of patients who suffered a traumatism are
gathered in a database along with the status in their stay in the hospital and all the
information regarding the procedures done to the patient and the Intensive Care Unit
(ICU) stays if that were the case. We will be working with the TQP PUF AY 2016
database, which contains all records sent to the National Trauma Data Bank (NTDB)
up to 2016 [2].

This data will be analyzed to try and find correlations between the distinct types
of variables composing the database. Therefore, finding a way to predict the outcome
of a patient, or to better treat a patient based on the trauma suffered supporting the
procedure using verified data.

The final objective of this Master Thesis would be to be able to create a predictive
model that could be integrated with existing or new medical simulations in order to
improve the training given to the Emergency Medical Services (EMS) and Emergency
Department (ED) teams.

1.2. Trauma

Traumatic injury is a term which refers to physical injuries of sudden onset and
severity which require immediate medical attention to treat the patient.
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Approximately 90% of these injury deaths occur in Low Middle Income Countries
(LMICs) [3]. As trauma affects to relatively young population, produces a higher
economical and social impact than other illnesses [4].

69,5%

Unintentional

20,1% Suicide

7,8% Homicide

2,6%
Other

(a) Causes of injury related death

Cancer

14,95 %

Diabetes

16,96 %

Heart Disease
21,66 %

Trauma

46,44 %

(b) Percentage of the annual cost of trauma,
total = $1.445 B

Figure 1.1.: Trauma statistics in the US [5]

In Figure 1.1 the cost of the trauma disease per year is shown. This amount rises
to $671 B being $1.445 B the total cost in healthcare services, representing almost
the 50% of the costs. Furthermore, it is also worth noting that although 69,5% of
deaths are unintentional (e.g. car crashes, falls), 20,1% are related to suicide cases
[5], depending on the country this number can vary.

In Spain, in 2018, 15.768 trauma related deaths were registered, of those, 3.539
(22,4%) were suicides and self-inflicted injuries [6].

As the three main mechanisms of trauma are: penetrating, blunt, and burns.
Studies [7, 8] have found that blunt traumas are the most dangerous causing several
injuries to patients and increasing the hospital, intensive care unit, and mechanical
ventilation days, while burn traumas are the less common, with only 0,2 to 2,9/10.000
people.

The most common types of traumatic injuries [9] are:

• Traumatic brain injury

• Spinal cord injury

• Spine fractures

• Amputation - traumatic

• Facial trauma
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• Acoustic trauma

• Crush injury

• Concussion

• Broken bone

• Jaw - Broken or dislocated

• Skull fracture

• Cuts and puncture wounds

• Collapsed lung

• Myocardial contusion

• Burns

• Electrical injury

• Hypovolemic shock

• Subarachnoid hemorrhage

• Subdural hematoma

Trauma deaths occur in immediate, early, or late stages according to the trimodal
distribution of trauma deaths [10]. Immediate deaths usually are due to apnea,
severe brain injury, or rupture of the heart or of large blood vessels, and they occur at
the same time as the injury happens. Early deaths occur within minutes to hours
and often are due to hemorrhages in the outer meningeal layer of the brain, torn
arteries, blood around the lungs (hemothorax), air around the lungs (pneumothorax),
ruptured spleen, liver laceration, or pelvic fracture. Late deaths occur days or weeks
after the injury and are often related to infections [11].

In the case of immediate deaths, these are nonsurvivable injuries in which only
preventing the injury in the first place can affect the outcome for the patient,
immediate deaths represent the 50% of the total trauma deaths. For early deaths, the
access to a care facility is important; this group represents the 30% of the total deaths
caused by trauma. Lastly, late deaths can be prevented with improved resuscitation
techniques and critical care, this group represents the 20% of trauma deaths [12].
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Figure 1.2.: Number of deaths by time elapsed from trauma [12]

Among all the possible causes of death for trauma patients, bleeding and Traumatic
Brain Injury (TBI) carried the greater risk of death [13]. Patients with TBI carried
about 2.5 times the risk of death compared with the general population. Life
expectancy reduction averaged 6 years [14].

In the case of post-traumatic bleeding, uncontrolled post-traumatic bleeding is the
leading cause of potentially preventable death among trauma patients [15]. About
one-third of all trauma patients with bleeding present with a coagulopathy on hospital
admission [16]. This subset of patients has a significantly increased incidence of
multiple organ failure and death compared to patients with similar injury patterns
in the absence of a coagulopathy [17]. Moreover, hemorrhagic shock occurs when the
body begins to shut down due to large amounts of blood loss. Hemorrhagic shock
represents a 35.2% of trauma deaths [18].

1.3. Clinical simulation

Clinical simulation consists on a series of programs and practical seminaries in which
medical students, ED personnel, and EMS personnel, learn to approach real life
intervention situations using systems created to simulate those situations (virtual
programs, mannequins). This practice helps gain the experience needed to perfectly
perform the procedures without hesitation nor error.

The importance of medical simulation comes from studies that show that human
errors constitutes a high number of deaths and medicinal costs [19]. Medical errors
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cause injuries to approximately 3% of hospital patients, resulting in a number of
deaths per year that could range from 44.000 to 98.000 patients in the United States
[20].

If we were to be successful in finding strong correlations to exploit in order to create
a predictive model, we could integrate those model along with medical simulations
programs, which would in turn improve the skill of the teams in charge of major
trauma events.

1.4. Document layout

This manuscript has been structured in four different sections.

Chapter 2: In this section we are going to talk about the state of the art of the area
in which this project is focused, that is data analysis. Moreover, the techniques
that we are going to use throughout the thesis will be presented. Within this
section, the trauma scores and their uses in diagnosing the severity of the trauma
are explained.

Chapter 3: This section explains the process followed during the Master Thesis
development. The tools used in the thesis to process and analyze the data
will be presented. Moreover, we will expose the structure of the database, so
that the different tables and relations that we will use in the development and
experimentation sections can be easily understood.

Chapter 4: In this section we will show an analysis of the data, how the different
variables vary in function of the trauma type and the previous conditions of the
patient. Furthermore, we will explain the process followed in order to calculate
the correlations between tables of the database.

Chapter 5: This section will provide with the results of the process previously
explained in the development section, as well as the conclusions of the correlation
study.





2. Literature review

In this Chapter we are going to expose the state of the art of the trauma scores used in
hospitals globally, as well as the correlation and prediction systems for clinical data.

2.1. Trauma scores

This section would be focused on reviewing the trauma scores used globally by
hospitals as a pseudo-prognostic system able to determine the state and evolution
of the patient.

2.1.1. Glasgow Coma Scale (GCS)

This scale was published in 1974 by Graham Teasdale and Bryan J. Jennett [21], it
is a neurological scale which aims to give a reliable and objective way of recording
the state of a person consciousness for initial as well as subsequent assessment. The
resulting points give a person’s score between 3 (indicating deep unconsciousness) and
either 14 (original scale) or 15 (more widely used, modified or revised scale).

Glasgow Coma Scale (GCS) was used to assess a person’s level of consciousness
after a head injury, and the scale is now used by the EMS, nurses, and physicians
to all acute medical and trauma patients. In hospitals, it is also used in monitoring
patients in intensive care units [22].

GCS performance as a prognostic tool has been researched in several studies
[23, 24, 25, 26]. One of them [25], found that GCS predicted correctly 26 deaths out
of 104 patients of Traumatic Brain Injury (TBI), a 25% of accuracy. Another study
[26], reached the conclusion that GCS values lower than 6,5 increased the mortality
of patients significantly.

The value of this score is calculated as the sum of three types of responses: the
ocular, the verbal and the motor responses. For any of the responses 3 is the lowest
possible value and 15 is the highest one. A value higher or equal than 13 is considered
a minor injury, a value between 9 and 12, is considered moderate, and lower than 9,
is considered a severe injury. The three possible responses are as follows:

Ocular response: 1 to 4, 1 being unresponsive, 4 being responsive.

Verbal response: 1 to 5, 1 being none, 5 being oriented.

Motor response: 1 to 6, 1 being no results, 6 being obeys commands.
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2.1.2. Abbreviated Injury Scale (AIS)

Abbreviated Injury Scale (AIS) is an anatomical-based coding system created by the
Association for the Advancement of Automotive Medicine to classify and describe the
severity of injuries [27]. It represents the threat to life associated with the injury,
rather than the comprehensive assessment of the severity of the injury. It has several
versions, with the first one being in 1969 and the last one in 2015.

The Abbreviated Injury Scale (AIS) classifies individual injuries by body region as
follows:

• Head

• Face

• Neck

• Thorax

• Abdomen

• Spine

• Upper Extremity

• Lower Extremity

• External and other

Each of the body parts can receive one of the following scores:

• AIS 1 – Minor

• AIS 2 – Moderate

• AIS 3 – Serious

• AIS 4 – Severe

• AIS 5 – Critical

• AIS 6 – Maximal (currently untreatable)

2.1.3. Injury Severity Score (ISS)

The Injury Severity Score (ISS) is an established medical score to assess trauma
severity [28]. It correlates with mortality, morbidity and hospitalization time after
trauma. It is used to define the term major trauma.

To calculate the Injury Severity Score (ISS) of an injured person, the body is divided
into six ISS body regions. The highest AIS in each of the three most injured ISS body
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regions is taken to be used in Equation 2.1, where A, B, C are the AIS scores of the
three most injured ISS body regions. The ISS scores ranges from 3 to 75 (low severity
to maximum severity). If any of the three scores is a 6, the score is automatically set
at 75.

As ISS takes the three highest values without focusing on which parts of the body
are affected, it gives all body parts the same importance for the patient survival. An
ISS score greater than 15 is considered a polytrauma [29].

The biggest disadvantage of the ISS score is the inability to take into account
a specific area of the body, because of that it’s only better than AIS at predicting
accidental traumas, whereas AIS is better at predicting outcome of head injuries [30].

ISS = A2 +B2 + C2 (2.1)

The body regions are as follow:

1. Head or neck – including spine

2. Face

3. Chest

4. Abdomen or pelvic contents

5. Extremities or pelvic girdle

6. External

2.1.4. New Injury Severity Score (NISS)

The New Injury Severity Score (NISS) fixes the highest problem that ISS has,
taking into account severe injuries that appear in a single body area. New Injury
Severity Score (NISS) inputs into Equation 2.1 the three highest scores regardless
of the anatomic area. Overall the accuracy of NISS was better than ISS, although
the difference is more significant when the patient suffers a head/neck injury [31].
However, other studies show that the difference between NISS and ISS is not that
significant without focusing on specific trauma types [32], as when taking the whole
body into account both scores are essentially the same.

2.1.5. Trauma Score (TS)

The Trauma Score (TS) [33] measures the acute component of trauma taking into five
variables. The sum of the points given to those five variables (Table 2.1) results in a
number between 1 and 16, being 1 the worst possible result and 16 the best possible
result.

The five variables are:



10 2. Literature review

• GCS

• Respiratory Rate (RR)

• Respiratory effort

• Systolic Blood Pressure (SBP)

• Capillary refill

GCS Points SBP
[mm
Hg]

Points RR
[breath-
s/min]

Points Respiratory
effort

Points Capillary
refill

Points

14-15 5 90 4 10-24 4 Normal 1 Normal 2
11-13 4 70-90 3 25-35 3 Shallow or

retractive
0 Delayed 1

8-10 3 50-69 2 35 2 None 0
5-7 2 1-49 1 10 1
3-4 1 0 0 0 0

Table 2.1.: Scoring of variables in TS

As respiratory expansion and capillary refill were too hard to accurately measure
RTS was developed.

2.1.6. Revised Trauma Score (RTS)

The Revised Trauma Score (RTS) [34] takes into account only three of the five
variables that the TS considers: GCS, RR, and SBP. In Table 2.2 we can see the
values appointed to each value in each category. A weighted sum is performed with
those scores (Equation 2.2). As it can be seen, the score is heavily weighted towards
GCS to account to the possibility of severe head injury. In the case of a RTS of less
than 4, the survival rate drops to 50%. Nowadays, the RTS score is used together
with the ISS score in order to achieve better prediction accuracy.

RTS = 0.9368 ·GCS + 0.7326 · SBP + 0.2908 ·RR (2.2)

2.1.7. Revised Trauma Score - Triage (T-RTS)

The Revised Trauma Score - Triage (T-RTS) is a version of RTS that is used in triage
applications. It is the sum of the three RTS variables, ranging from, 0 most severe,
to 12, least severe trauma lesion.

Triage is a tool used to classify people by the level of urgency in their condition
and the likelihood of recovery without medical care. It is amply used by the EMS
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Glasgow Coma Scale Systolic Blood Pressure
[mm Hg]

Respiratory Rate
[breaths/min]

Points

15-13 >89 10-29 4
12-9 76-89 >29 3
8-6 50-75 6-9 2
5-4 1-49 1-5 1
3 0 0 0

Table 2.2.: Scoring of variables in RTS

services to adapt their choices regarding the urgency of the trauma [34, 35]. There
are five levels:

• Red - 0 minutes to care, resuscitation

• Orange - 15 minutes to care, urgent

• Yellow - 60 minutes to care, less urgent

• Green - 120 minutes to care, standard

• Blue - 240 minutes to care, not urgent

2.1.8. Trauma and Injury Severity Score (TRISS)

The Trauma and Injury Severity Score (TRISS) is a method to calculate the
probability of survival of a patient [36]. It uses RTS, ISS, and the patient age
to calculate the coefficient b (Trauma and Injury Severity Score (TRISS)). Studies
[37, 38] show that TRISS outperforms ISS and RTS in mortality prediction. Equation
2.3 shows the formula.

b = b0 + b1 ·RTS + b2 · ISS + b3 ·A (2.3)

where:

b0, b1, b2, b3 = weighted coefficients, see Table 2.3
A = constant, 1 if patient age is greater than 54, 0 if not

Using the coefficient from Equation 2.3, in Equation 2.4 the probability of survival
of a trauma patient is obtained applying Equation 2.4 as follows:

Ps =
1

1 + e−b
(2.4)

2.2. Methods used in the literature

In this subsection we are going to explain the methods used for analyzing data.
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b0 b1 b2 b3

Blunt -1,6465 0,5175 -0,0739 -1,9261
Penetrating -0,8068 0,5442 -0,1159 -2,4782

Table 2.3.: Values for weighted coefficients in TRISS

2.2.1. Correlation
In statistics, correlation is a statistical relation, which can be casual or not, between
variables that appear random. In general, it defines a statistical relation, although it
is more commonly used to define the degree of linear relation of the two variables [39].

The importance of correlation comes from the fact that it can indicate a predictive
relationship between two variables. This allows to exploit correlations in predictive
systems or models [40]. Random variables are dependent if they do not satisfy the
mathematical property of probabilistic independence, which can lead to correlation
being used as a synonym of dependence [41].

There are several correlation coefficients, often denoted ρ, r, or τ , which measure
the degree of correlation. These correlations coefficients have been widely used in
medical research throughout the years [42, 43, 44, 45].

Pearson correlation coefficient

Pearson correlation coefficient is a statistic method that measures the linear
correlation of two variables between -1 and +1, where 1 is total positive linear
correlation, 0 means that there is no linear correlation, and -1 means that there
is a total negative linear correlation [46], an example of these values and their
representation can be seen in Figure 2.1.

The Pearson correlation coefficient is symmetric. That phenomena can be seen
in the equation for Pearson’s correlation coefficient (Equation 2.5) as cov(X,Y ) =

cov(Y,X).

ρX,Y =
cov(X,Y )

σXσY
(2.5)

where:

cov = covariance
σX = standard deviation of X
σY = standard deviation of Y

Spearman’s rank correlation coefficient

1Extracted from https://en.wikipedia.org/wiki/Pearson_correlation_coefficient

https://en.wikipedia.org/wiki/Pearson_correlation_coefficient
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Figure 2.1.: Examples of scatter diagrams with different values of Pearson correlation
coefficient ρ 1

Spearman’s rank correlation coefficient is a non-parametric measure of rank
correlation, denoting the dependence of the rankings of two variables, assessing how
accurate can be the description of the relation of two variables using a monotonic
function (Figure 2.2).

(a) Monotonic function (b) Non-monotonic function

Figure 2.2.: Monotonic and non-monotonic functions 2

The Spearman correlation between two variables is equal to the Pearson correlation
between the rank values of those variables. While Pearson assesses exclusively linear
relationships, Spearman’s correlation assesses monotonic relationships, which can be
linear or not. This effect can be seen in Figure 2.3, where in 2.3a performs better
than Pearson’s correlation, where a Spearman correlation of 1 results when the two
variables being compared are monotonically related, even if their relationship is not
linear. However, in 2.3b we can observe that Spearman is less sensitive than Pearson

2Extracted from https://en.wikipedia.org/wiki/Monotonic_function

https://en.wikipedia.org/wiki/Monotonic_function


14 2. Literature review

to strong outliers, that is because Spearman’s ρ limits the outlier to the value of its
rank. In order to use this method of correlation, a thorough cleaning of the data set
is mandatory.

Spearman’s coefficient is appropriate for both continuous and discrete ordinal
variables [47].

(a) In monotonic relationships Spearman’s
correlation performs better than Pearson’s

(b) With strong outliers present Spearman’s
correlation performs worse than Pearson’s

Figure 2.3.: Comparison between Spearman’s correlation and Pearson’s 3

Kendall rank correlation coefficient

The Kendall rank correlation coefficient is used to measure the rank correlation
between two measured quantities. A τ test is a non-parametric hypothesis test for
dependence based on the Kendall’s τ coefficient. It is a measure of rank correlation.
Both Spearman’s ρ and Kendall’s τ can be formulated as special cases of a more
general correlation coefficient [48].

The definition of Kendall’s tau is the notion of concordance. If (xi, yi) and (xj , yj)

are two elements of a sample from a bivariate population, one says that (xi, yi) and
(xj , yj) are concordant if xi > xj and yi > yj or if xi < xj and yi < yj ; and discordant
if xi > xj and yi < yj or if xi < xj and yi > yj . If xi = xj or yi = yj , the pair is
neither discordant nor concordant.

The Kendall coefficient is defined as seen in Equation 2.6.

τ =
(number of concordant pairs)− (number of discordant pairs)(

n
2

) (2.6)

3Extracted from https://en.wikipedia.org/wiki/Spearman%27s_rank_correlation_
coefficient

https://en.wikipedia.org/wiki/Spearman%27s_rank_correlation_coefficient
https://en.wikipedia.org/wiki/Spearman%27s_rank_correlation_coefficient
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where:(
n
2

)
= n(n−1)

2 number of ways to choose two items from n items.

Moreover, Kraemer [49] shows a comparison between the coefficients, explaining in
which situation they would perform better. When X and Y are ordinal variables,
that is when they have order, and follow a bivariate normal distribution, Pearson’s
coefficient works best. However, if the assumption of those variables following a
bivariate normal distribution were to be not fully asserted, Kendall’s and Spearman’s
coefficients would outperform Pearson’s coefficient in this situation. Moreover,
Pearson is most widely used of the three.

2.2.2. Outliers
In statistics, an outlier is a data point that differs significantly from other observations
[50]. Outliers, by being the most extreme observations of the data set, may include
the maximum or minimum, or even both. However, the maximum or minimum are
not always outliers because they may not be too far from other observations of the
data set.

Estimators capable of dealing with outliers are said to be robust, for example, the
median is a robust statistic variable of central tendency, while the mean is not [51].
However, the mean is generally a more precise estimator [52].

For the detection of the outliers, there is no rigid mathematical definition of what
defines an outlier. Determining if an observation is an outlier or not dependes on the
point of view [53]. Some methods of outlier detection include graphical forms, such
as normal probability plots (Figure 2.4) where ouliers can be detected as strays out
of the straight line, while others are model based [54, 55]. Box plots are a mix of the
graphical and model based (Figure 2.5).

The two methods described below are both statistical methods used in other studies
with the aim to remove outliers of the Electronic Health Record (EHR) [56, 57].

4Extracted from https://en.wikipedia.org/wiki/Normal_probability_plot

https://en.wikipedia.org/wiki/Normal_probability_plot
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Figure 2.4.: Normal probability plot 4

Figure 2.5.: Box plot of sepal length in the famous Iris5data set, in virginica species an
outlier can be seen as a dot 6

6https://archive.ics.uci.edu/ml/datasets/iris
6Extracted from https://www.r-bloggers.com/use-box-plots-to-assess-the-distribution-and-to-identify-the-outliers-in-your-dataset/

https://archive.ics.uci.edu/ml/datasets/iris
https://www.r-bloggers.com/use-box-plots-to-assess-the-distribution-and-to-identify-the-outliers-in-your-dataset/
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Tukey’s fences

Tukey’s fences method is based on the measure of the interquartile range. If Q1

and Q3 are the lower and upper quartiles respectively, an outlier can be defined as an
observation outside the range as shown in Equation 2.7 [58].

[Q1 − k(Q3 −Q1), Q3 + k(Q3 −Q1)] (2.7)

where:

k = negative constant, Jhon Tukey proposed, k = 1.5 is an outlier, k = 3 is data ”far out”

Anomaly detection

In data mining, anomaly detection focuses on the identification of rare items, events
or observations which differ significantly from the rest of the data. This task is
normally resolved using distance-based [59] and density-based models, such as Local
Outlier Factor (LOF) [60], and the majority of them uses k-nearest neighbors to label
an observation as outlier or not [61]. In Figure 2.6 we can observe how the outliers
have a much lower density than other observations, the more isolated the observation
is the lower density it will have. As observations become more ”crowded” their relative
space with other observations is lower, resulting in higher densities.

Figure 2.6.: Local Outlier Factor 7
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Z-score
The standard score, or Z-score, is the number of standard deviations by which the
value of a data point is above or below the mean of the data set. The standardizing
process, as it is called, is calculated by subtracting the population mean from an
individual data point, and then dividing the difference by the population standard
deviation [62].

When calculating the Z-score there can be two possibilities: the mean and the
standard deviation of the population is known (Equation 2.8), or both are unknown,
in which case the Z-score can be calculated using the sample mean and the sample
standard deviation as an estimation (Equation 2.9).

z =
x− ν

σ
(2.8)

where:

x = data point
µ = mean of the data set
σ = standard deviation of the population

z =
x− x̄

S
(2.9)

where:

x = data point
x̄ = mean of the sample
S = standard deviation of sample

Z-score defines an outlier when its value distances a lot from the mean, usually the
values taken are +/-3 from the mean. The reason for this threshold can be seen in
Figure 2.7, where 99.7% of the data is contained between +/-3 Z-score.

Figure 2.7.: Z-score distribution 8

7Extracted from https://en.wikipedia.org/wiki/Local_outlier_factor
8Extracted from http://www.ltcconline.net/greenl/courses/201/probdist/zScore.htm

https://en.wikipedia.org/wiki/Local_outlier_factor
http://www.ltcconline.net/greenl/courses/201/probdist/zScore.htm


3. Methodology

This Chapter aims to detail the project development process, explaining the steps
followed and the tools used throughout this Master Thesis.

Firstly we are going to see the structure of the trauma database TQP PUF AY 2016.
This database contains the records of trauma patients in the US between the years
2007 and 2016. The importance of having a national trauma database is significant,
as it can help pushing medical research forward, thus indirectly affecting lives and
optimizing medical work flows.

3.1. Database structure

TQP PUF AY 2016 consists of 32 tables, each one with its own type of information,
and related to others tables by a column key called INC_KEY that serves as an
identifier of the patient. The whole structure can be seen in Table 3.1.

The first six tables, the ones starting with the prefix AIS provide information about
the Abbreviated Injury Scale. Here we can also see the division that was created
from the change from AIS98 to AIS05. The difference between the two codes resides
primarily in the permissive actions that in 98 permitted others than physicians to
report the grade of an injury, whereas in 05 version physicians needed to give approval
[63]. The table PUF_AIS05TO98_CROSSWALK can be used to adapt the jump.

The database contains data of the demography of patients (PUF_DEMO), and
their comorbidities (PUF_COMORBID). Moreover, it contains information about
their stay at the hospital, such as the ED information (PUF_ED), the discharge
information (PUF_DISCHARGE), the method of transport (PUF_TRANSPORT),
and the complications that may have arisen (PUF_COMPLIC).

Furthermore, the database contains data about the actions done in the hospital,
as well as the state of the patient. These tables collect the external cause of
injury (PUF_ECODE, PUF_ICD10_ECODE), the diagnosis code (PUF_DCODE,
PUF_ICD10_DCODE), the injury location codes (PUF_ICD10_LOC), proce-
dure codes (PUF_PCODE), and patient vital signals while in ED and EMS
(PUF_VITALS). The external cause of injury and the diagnosis codes tables have
two versions, the ICD-9 and the ICD-10, ICD-10 contains a greater number of codes
[64], the version used in the table is specified. The injury location code only has
ICD-10 data, and PUF_PCODE collects both ICD versions, which are specified
by a column inside the table. Moreover, all the codes in the database have their
corresponding description tables, with the suffix DES, which convert the numerical
codes to their descriptions. As PUF_PCODE has both versions, their description is
stored in two different tables, PUF_ICD10_PROCDES for the ICD-10 version, and
PUF_PCODEDES for the ICD-9 version.
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Table 3.1.: Tables and descriptions included in TQP PUF AY 2016.
Begin of Table

Table Name Admission Years Description
PUF_AIS05TO98_CROSSWALK 2016 Crosswalk from AIS 05 codes to AIS

98 codes
PUF_AIS98PCODE 2009 - 2015 The AIS code globally represented

(submitted or mapped) to AIS
version 1998. This table is
no longer provided in 2016
however AIS 05 codes can be
mapped to AIS 98 codes using the
PUF_AIS05TO98_CROSSWALK
table to crosswalk AIS 05 codes to
AIS 98 codes.

PUF_AISCCODE 2007 - 2015 The AIS code globally calculated
from ICD-9 diagnosis codes.

PUF_AISDES 2007 - 2016 AIS injury descriptors. AIS 98
exclusively until 2015 and then AIS
05 exclusively in 2016.

PUF_AISP05CODE 2007 - 2015 The AIS version 2005 code as
submitted by the hospital. Note
that this dataset does not contain
AIS descriptors for AIS05 until
2016.

PUF_AISPCODE 2007 - 2016 The AIS (Abbreviated Injury Scale)
code submitted by the hospital.

PUF_COMORBID 2007 - 2016 Comorbid conditions
PUF_COMPLIC 2007 - 2016 Hospital complications
PUF_DEMO 2007 - 2016 Demographic information
PUF_DCODE 2007 - 2016 ICD-9-CM diagnosis codes
PUF_DCODEDES 2007 - 2016 Lookup table of the description of

the ICD-9-CM diagnosis codes
PUF_DISCHARGE 2007 - 2016 Includes discharge and outcome

information
PUF_ECODE 2007 - 2016 Includes the ICD-9-CM external

cause of injury code
PUF_ECODEDES 2007 - 2016 Lookup table of the description of

the ICD-9-CM E-Codes
PUF_ED 2007 - 2016 Emergency department information
PUF_ICD10_DCODE 2015 - 2016 ICD-10-CM diagnosis codes
PUF_ICD10_DCODEDES 2015 - 2016 Lookup table of the description of

the ICD-10-CM diagnosis codes
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Continuation of Table 3.1
Table Name Admission Years Description
PUF_ICD10_ECODE 2015 - 2016 Includes the ICD-10-CM external

cause of injury codes
PUF_ICD10_ECODEDES 2015 - 2016 Lookup table of the description of

the ICD-10-CM E-Codes
PUF_ICD10_LOC 2015 - 2016 ICD-10-CM injury location codes
PUF_ICD10_LOCDES 2015 - 2016 Lookup table of the description of

the ICD-10-CM location codes
PUF_ICD10_PROCDES 2015 - 2016 Lookup table of the description of

the ICD-10-CM procedure codes
PUF_PCODE 2007 - 2016 ICD-9-CM and ICD-10-CM proce-

dure codes (Pre-2015: ICD-9-CM
only)

PUF_PCODEDES 2007 - 2016 Lookup table of the description of
the ICD-9-CM procedure codes

PUF_PM 2013 - 2016 Information about the TQIP Pro-
cesses of Care Measures elements.
These elements are required from
Level I and II TQIP centers only.

PUF_PM_EMBOLIZE_SITE 2013 - 2016 Information about the TQIP Pro-
cesses of Care Measure element for
embolization site. This element is
required from Level I and II TQIP
centers only.

PUF_PM_TBI_CM 2013 - 2016 Information about the TQIP Pro-
cesses of Care Measure element for
cerebral monitor. This element is
required from Level I and II TQIP
centers only.

PUF_PM_TBI_GCS_Q 2013 - 2016 Information about the TQIP Pro-
cesses of Care Measure element for
GCS assessment qualifiers. This
element is required from Level I and
II TQIP centers only.

PUF_PROTDEV 2007 - 2016 Protective devices
PUF_TRANSPORT 2007 - 2016 Transport information
PUF_VITALS 2007 - 2016 Vital signs from EMS and ED
TQP_INCLUSION 2010 - 2016 Information about a record’s af-

filiation with a Trauma Quality
Improvement Program (TQIP) in-
stitution, and whether that incident
also met TQIP inclusion criteria for
any of our reporting products

End of Table
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A sample of a table (PUF_VITALS) can be seen in Table 3.2. In which the SBP,
pulse, RR, oxygen saturation, temperature, and the sum of GCS are stored.

INC_KEY SBP PULSE RR OXYSAT TEMP GCSTOT
160967858 100 90 18 100 36.8 15
160967863 155 58 16 97 36.1 15
160759229 147 86 18 99 37.7 15

Table 3.2.: Sample of PUF_VITALS table contents

3.2. Analysis procedure

To achieve our objective we will analyze the database containing up to 32 tables with
distinct types of data (e.g. demography, vitals, discharge), trying to find correlations
in the data enabling us to further exploit the relation between variables to try and
model a prognostic system.
The sequence of steps followed in the development process is as follows:

1. Study of the state of the art in data analysis in the healthcare
industry:
We performed and studied the state of the art in clinical data analysis, focusing
on ways to effectively analyze the data, and on prognostic systems and their
achieved results (Section 2.1).

2. Study of the structure of the database TQP PUF year 2016:
In this step, we studied the structure of the database, the tables within it,
and the type of data. Furthermore, we learned how to join the tables that
were separated in two, the code and the code description tables, such as, the
diagnosis and procedure codes tables. To do so, we used the reference codes as
foreign keys in the relation.

3. Cleanup of the database (e.g. outliers, missing data, typing errors):
The database was analyzed looking for data that may have been corrupted,
either manually by a typo in the recording of the data, or by merging the tables
together. The corrupted data was substituted in case that it was recoverable
or dropped. The database was also cleaned up of outliers that may have
existed with the objective of avoiding weighted results in specific cases (Section
4.2.2). The missing data was treated differently depending on the type of data
contained in the column, in some cases it was filled by a known constant, in
extreme cases the row was removed from the database. Both the missing and
corrupted data had similar solutions, first we would look the other observations
from the same column and see if the missing data was a constant, or a known
value, otherwise we would look at related columns, for example, the case with
the columns age (AGE) and year of birth (YOBIRTH) from the VITALS table.
If none of the before mentioned solutions worked the row would be removed.
The percentage of missing data in the data set can be seen in Figure 3.1 in
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which the columns form the database appear from the highest percentage of the
missing data to the lowest (left to right), the columns missing from the image
did not have unknown data.

Figure 3.1.: Percentage of highest missing values in the database

4. Analysis of correlation in the table between variables:
A correlation analysis between variables from distinct tables (Section 4.2)
has been done in order to find significant features to support the creation
of a predictive model. However, after analyzing the results (Section 5.1), we
concluded that no significant linear correlation existed between variables.

5. Evolution graphs of the patients:
Proving difficult to find a set of features to create a model, we moved on to
generating statistical graphs from the data as an epidemiological study, such as,
higher mortality code, higher prevalence of accidents per group age, or gender
(Section 4.1).
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3.3. Tools and materials

The tools used to carry out this Master Thesis will be detailed below:

Python

Python [65] was chosen as the programming language to act as a foundation of
this thesis, supporting the data analysis and processing. Is an interpreted, general-
purpose, high-level programming language which was created by Guido van Rossum
and whose first version was released in 1991. Its philosophy is mainly based on the
readability of the code and supports multiple programming paradigms.

Python is a multi-paradigm programming language. Object-oriented and struc-
tured programming are fully supported, and many of its features support functional
programming and aspect-oriented programming (including by meta-programming and
meta-objects (magic methods)). Many other paradigms are supported via extensions,
including design by contract and logic programming.

Scipy

SciPy [66] is a free and open source library for Python. Chosen as a support
library thanks to the wide array of statistical functions it contains. It is made up of
mathematical tools and algorithms. It was created from Travis Oliphant’s original
collection, which consisted of Python extension modules, and was released in 1999
under the name Multipack, named for the netlib packages that brought together
ODEPACK, QUADPACK, and MINPACK.

SciPy contains modules for optimization, linear algebra, integration, interpolation,
special functions, FFT, signal and image processing, ODE resolution and other tasks
for science and engineering.

Pandas

Pandas [67] is a software library written for the Python programming language
for data manipulation and analysis. It offers data structures and operations for
manipulating numerical tables and time series.

Features of the library:

• DataFrame object for data manipulation with integrated indexing.

• Tools for reading and writing data between in-memory data structures and
different file formats.

• Data alignment and integrated handling of missing data.

• Reshaping and pivoting of data sets.
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• Label-based slicing, fancy indexing, and subsetting of large data sets.

• Data structure column insertion and deletion.

• Group by engine allowing split-apply-combine operations on data sets.

• Data set merging and joining.

• Hierarchical axis indexing to work with high-dimensional data in a lower-
dimensional data structure.

• Time series-functionality: Date range generation and frequency conversion,
moving window statistics, moving window linear regressions, date shifting and
lagging.

• Provides data filtration.

Pandas was used as a loader of the database into Python. The database was cleaned
using Pandas and only the necessary parts to each function, such as demography
graphs, were extracted.

SQL

Structured Query Language (SQL) is a domain-specific language used in program-
ming and designed for managing data held in a Relational Database Management
System (RDBMS), or for stream processing in a Relational Data Stream Management
System (RDSMS). It is particularly useful in handling structured data, i.e. data
incorporating relations among entities and variables.

For this Master Thesis, SQLite [68] was used for its simplicity as a standalone
database manager, eliminating the need of a client-server connection. It is the most
widely deployed database engine (RDBMS), as it is used today by several widespread
browsers, operating systems, and embedded systems (such as mobile phones), among
others [69].

SQL was used as a tool to merge the tables of the database, as well as query
the database when fully loaded, due to Pandas being unable to fully load it, as the
database contained a large amount of data.
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4.1. Data extracted from database

In this Section, the data of the database will be explored looking for parameters or
indicators that will provide information to support trauma treatment.

4.1.1. Global data
First of all, as we can see in Figure 4.1, we can observe an age distribution towards
middle-age people, with a global mean of 46,69 years old. When looking at survivor
and deceased data, we can observe a leaning towards younger people in the survivor
group, whereas the deceased group tends towards elder people.

Figure 4.2 shows an histogram of the time taken for the EMS to get to the scene,
and to take the patient to a hospital. In both figures the triage times (Section 2.1.7)
can be easily seen, especially when observing Figure 4.2b where there is a peak at the
lowest values representing the most critical patients. Fewer breaks can also be seen,
this is caused as critical patients have a higher priority. In Figure 4.2a more breaks
are present, and the peak is in approximately 50 minutes. These two histograms show
the importance of quick response time at accidents, and that triage techniques works
and are effectively used.



28 4. Development

(a) Distribution of age of survivors in the
database

(b) Distribution of age of deceased in the
database

(c) Distribution of ages from all patients in the database

Figure 4.1.: Distribution of age in the database
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(a) Survivors (b) Deceased

Figure 4.2.: Time taken for the EMS to transport the patient to the ED

4.1.2. Trauma scores
In Figure 4.3 we can see that the RTS values equal or higher than 4 represent a positive
outcome as seen in Figure 4.3a where the survivor probability is at approximately 90%,
while a negative outcome (value lower than 4) is at around 3% of survival (a score
of less than 4 drops the survival rate to 50%). However, in Figure 4.3b, whereas the
deceased probability is higher than 20% for patients with a RTS score less than 4, the
probability of death is at 80% for values considered safe. This will be further studied
in Subsection 4.1.3.

(a) Survivors RTS (b) Deceased RTS

Figure 4.3.: Percentage of RTS scores in all patients of the database

In Figure 4.4 we can see that the GCS works better as a determinant of a negative
outcome than as a determinant of a positive outcome of patients. In Figure 4.4a the
higher the GCS value is the better. A value higher or equal than 13 is considered a
minor trauma injury, a value between 9 and 12, moderate, and lower than 9, severe.
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However, when looking at Figure 4.4b this no longer applies directly. Although for
GCS values from 9 to 12, and lower than 9 groups increased in mortality, especially
lower than 9; for a GCS value higher than 13, a value considered safe, it also has a
great mortality at more than 60%.

(a) Survivors GCS (b) Deceased GCS

Figure 4.4.: Percentage of GCS scores in all patients of the database

The ISS scores in Figure 4.5 are more balanced, however the same problem that
was detected for RTS and GCS scores is present in the ISS analysis. In Figure 4.5a
the higher probability of survival is under the group of less than 15 ISS score (a score
greater than 15 is considered a major trauma), while 15 to 35 has also a notable
probability (20%), the other two groups probabilities are much lower. Although is
worth noting that for ISS between 56 and 75, which is considered highly critical, has
a probability of almost 5% of survival.
On the contrary, in Figure 4.5b the data is more balanced, with a peak at 15 to 35

indicating critical patients with negative outcomes, and like with RTS and GCS, the
stable value has also a high probability of a negative outcome for the patients.
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(a) Survivors ISS (b) Deceased ISS

Figure 4.5.: Percentage of ISS scores in all patients of the database

Finally, in Figure 4.6 we have the histograms for the TRISS score. This score is
the best one performing out of the scores tested and analyzed. Although there are
peaks in the middle of the histograms (45-50%), both Figures 4.6a and 4.6b show
data accumulated in their respective expected values. Those are, for Figure 4.6a the
data is more concentrated in a survival probability higher than 80%, while in Figure
4.6b the concentration occurs below 20% survival probability.

(a) Survivors TRISS (b) Deceased TRISS

Figure 4.6.: Count of TRISS scores in all patients of the database

4.1.3. Anomalies in trauma scores
As it could be seen in the previous Subsection, the scores analyzed had a high
mortality despite their values being highly positive, normally indicating a good patient
outcome. In this Subsection we are going to analyze this problem and to explain its
causes.
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The scores were calculated from the VITALS table, which included the parameters
Systolic Blood Pressure (SBP), Respiratory Rate (RR), pulse, temperature and
oxygen saturation among other. They were used to calculate the RTS, ISS, and
TRISS scores. The GCS was already calculated in the VITALS table. Giving a
thorough look at the data we noticed that, per patient, we only had two records of
this data, one issued by the EMS and other by the ED.

The first problem that was noticed is that by having only these two records we
only had the information of the patient when he or she is attended by the emergency
services. Furthermore, this meant that if a patient were to deteriorate after being
admitted in the ED, we would not have data about it, and therefore, the scores were
unable to show an evolution of the patient.

Another problem found was that while the ED had all their data correctly, the
EMS data was missing for a lot of patients, this was a problem in two ways. The
first problem was that it affected data density as there were only two records, and
this meant losing one for a lot of patients. The other one is that either the data was
corrupted, or the EMS were not logging correctly their data. This problem can be
seen in Table 4.1.

Total incomplete records 28,82%
EMS incomplete records 24,25%
ED incomplete records 4,57%

Table 4.1.: Incomplete or corrupt records from VITALS

For the first problem we used the COMPLIC (it contains data for the complications
suffered by the patients in the ED) table to try and determine whether complications
inside the ED were the cause of the anomalies. In Figure 4.7 we can observe that in
more than 50% of the patients with a RTS score higher than 7 had a complication in
their stay.
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Figure 4.7.: Comparison of RTS scores depending on conditions

Moreover, we calculated the specific complications that patients with a RTS of more
than 7 suffered. The results can be seen in Figure 4.8. Cardiac arrest and unplanned
intubation are the two most common complications, followed by an unplanned entry
to the ICU, and acute kidney injury. The top three complications make sense as a
RTS of 7 or higher is unlikely to have problems.
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Figure 4.8.: Complications in patients with RTS score higher than 7

To conclude this Subsection, as seen, the most probable problem that caused
positive values in trauma scores to have high rate of death are complications during
care. Moreover, as we only have one data entry, two in some cases, we cannot define
an evolution of the trauma scores in patients.

4.1.4. Patient vital signs with trauma

The objective of this Subsection is to analyze patients’ vital signs in order to learn
the importance of these parameters in the outcome of an injured patient.

Firstly, in Figure 4.9 we have analyzed the time spent in the ED by the patients.
One quick look over both histograms makes clear that survivors spend almost no
time in the ED (Figure 4.9a). Nevertheless, for deceased patients the results are
much higher, with patients staying up to 8 hours with a peak at 24 hours (Figure
4.9b). The reason for this peak is that while other records were completed using a
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field in table ED called EDMINS, these records were computed from another field
called EDDAYS, this caused that if EDDAYS were 1 day, EDMINS would become
1440 minutes, as there is no data in EDMINS in those cases.

(a) ED time of survivors (b) ED time of deceased

Figure 4.9.: ED times of patients in the database

Figure 4.10 shows the difference in oxygen saturation between survivors and
deceased patients. We can observe how in the case of survivors (Figure 4.10a) the
oxygen saturation in few cases drops below 90%. However, in the case of deceased
patients, although higher saturation levels are existent (same problem with the trauma
scores in Subsection 4.1.3), the data is more dispersed with a higher number of values
below 90% (Figure 4.10b). Values of oxygen saturation below 90% are considered
critical hypoxemia and/or hypoxia [70, 71].
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(a) Oxygen saturation of survivors (b) Oxygen saturation of deceased

Figure 4.10.: Oxygen saturation of patients in the database

We have joined the Respiratory Rate (RR) (Figures 4.11a and 4.11b), the pulse
(Figures 4.11c and 4.11d), and the Systolic Blood Pressure (SBP) (Figures 4.11e and
4.11f). As it can be seen in non-critical patients these values stay withing normal
ranges, a RR of approximately 20 breaths/min, a pulse of approximately 200 beats
per minute, and a SBP of around 120 mm Hg. However, in the critical cases these
values get more distributed, rather than concentrated, in their respective histograms.
As the person goes into shock the RR increases, with values over 40, as does the pulse
and the SBP. On the contrary, as the person goes into cardiac arrest these values
decrease dramatically, with peaks at 0.



4.1. Data extracted from database 37

(a) Respiratory rate of survivors (b) Respiratory rate of deceased

(c) Pulse of survivors (d) Pulse of deceased

(e) SBP of survivors (f) SBP of deceased

Figure 4.11.: Respiratory rate, SBP, and pulse of patients in the database
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In Figure 4.12 we can observe how the status of the patient affects the body
temperature. While in stable cases the temperature sits at around 36 degrees Celsius
with a defined normal distribution concentrated in that value, in critical cases the
distribution is more spread, going towards hypothermia. One probable cause for this
is by manually induced hypothermia or Targeted Temperature Management (TTM),
in [72], it shows that in situations with low blood pressure reducing the temperature
of the patient can prevent lasting damage to critical organs, such as the brain. As
the temperature drops, the body functions become slower, therefore using less blood.

(a) Temperature of survivors (b) Temperature of deceased

Figure 4.12.: Temperature of patients in the database

Finally, we have the ICU and ventilator times in hospital in Figure 4.13. Both
the histograms show a very similar curve. This could be explained as some studies
[73] have shown that a mean of 39,5% (± 15,2) of ICU patients are mechanically
ventilated. This is further confirmed in Subsection 5.1 where a correlation between
days in ICU and days with mechanical ventilation is found.
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(a) ICU time of survivors (b) ICU time of deceased

(c) Ventilator time of survivors (d) Ventilator time of deceased

Figure 4.13.: ICU and ventilator time of patients in the database

However, as we could see, the same problem as the one faced with trauma scores
had with the missing data from the EMS is also present in this analysis, as the data
is extracted from the same table (VITALS).

4.1.5. Car accidents
One of the most frequent and mortal traumas in the database are car accidents, in
the category injuries to driver, the companion, or pedestrians are included. In Table
4.2 we can observe the mean of ages related to car accidents.

As we can see in Table 4.2, older people is more prone to critical outcomes from
this type of traumas. In Figure 4.14 we can see the distribution of this relation and
peaks at 50 to 60 years old can be seen. Furthermore, although smaller, there is a
peak of deceased between 20 and 30 years old, indicating that young adults may take
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Survived Deceased
Mean Standard deviation Mean Standard deviation

General 44,8 20,95 50,37 21,07
Male 47,37 20,8 46,04 22,04
Female 44,36 20,79 44,37 21,89

Table 4.2.: Age statistics in car accidents

more risks when driving.

(a) Distribution of age of survivors of car
accidents

(b) Distribution of age of deceased of car
accidents

Figure 4.14.: Distribution of age in survivors and deceased in car accidents

4.1.5.1. Trauma injuries from car accidents

We have analyzed the most common traumas occurred in car accidents and chosen
the 5 most common to further study. The most common traumas in car accidents are
represented in Figure 4.15.

Figure 4.15.: Most common traumas in car accidents
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The 5 selected to be further analyzed were:

• Traumatic pneumothorax.

• Multiple fractures.

• Laceration without foreign body of scalp.

• Lung contusion.

• Traumatic subarachnoid hemorrhage.

Their respective mortality count in car accidents scenarios can be seen in Figure
4.16.

Figure 4.16.: Mortality of traumas in car accidents

In Table 4.3 the mean age for the injuries mentioned in Table 4.16 can be seen.
In lung contusion, although their mean values are similar when looking at the
distribution (Figure 4.17), differences can easily be seen, the peak of age is younger in
the case of men compared to the peak of age in female patients. The other traumas
present a similar distribution.
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Traumatic pneumothorax

Survived Deceased
Mean Standard deviation Mean Standard deviation

Male 49,83 20,79 50,67 22,04
Female 44,33 20,78 49,83 21,89

Lung contusion

Survived Deceased
Mean Standard deviation Mean Standard deviation

Male 44,33 20,79 50,49 22,09
Female 44,33 20,78 49,32 21,99

Laceration

Survived Deceased
Mean Standard deviation Mean Standard deviation

Male 44,35 20,79 49,37 22,41
Female 44,35 20,79 45,47 21,11

Multiple fractures

Survived Deceased
Mean Standard deviation Mean Standard deviation

Male 44,34 20,79 51,27 21,95
Female 44,35 20,79 50,7 21,36

Traumatic subarachnoid hemorrhage

Survived Deceased
Mean Standard deviation Mean Standard deviation

Male 44,34 20,79 51,43 22,1
Female 44,34 20,79 50,75 21,09

Table 4.3.: Age statistics in traumas from car accidents
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As shown in Figure 4.17 a certain difference can be seen between the two groups
of population with lung contusion. In the case of survivors both distributions are
almost equal, with the same exact mean and a very close deviation. However, in the
deceased patients population, women have a higher probability to die at younger ages
than men, whereas male patients have a higher mortality in elderly patients.

(a) Survivors (b) Deceased

Figure 4.17.: Comparison of the distribution of age in patients with lung contusion

In Figure 4.18 we can observe how the difference in distribution of the previous
histograms is caused by a difference in the count of patients by gender. In Figure
4.18a the population count peaks in teens and old adults, while in Figure 4.18b the
population tends more towards middle-aged adults, although after elder people the
most predominant is young adults.

(a) Groups of age with lung contusion in
deceased female patients

(b) Groups of age with lung contusion in
deceased male patients

Figure 4.18.: Comparison of group ages count between genders



44 4. Development

To conclude this Subsection, both patient vital signs and trauma scores were equal
to the ones exposed in Subsection 4.1.4 and Subsection 4.1.2 respectively.

4.1.6. Falls on same level
Another trauma we wanted to focus on are falls on same level as it represents the
second most common cause of death. This represents the falls without falling more
than the patient’s height. In Table 4.4 we can see the mean of age in these situations.
As it can be easily seen, elderly people are more prone to negative outcomes.

Survived Deceased
Mean Standard deviation Mean Standard deviation

General 44,75 20,91 75,93 10,6
Male 42,67 19,52 74,62 11,24
Female 49,32 23,01 77,8 9,3

Table 4.4.: Age statistics in falls on same level

Figure 4.19.: Comparison of the distribution of age in survivors and deceased in falls

That phenomena can be graphically seen in Figure 4.19 where the peak for survivors
is around 40, and the peak for deceased is around 60 years old. The distribution is also
trending to older patients. However, two other peaks exist in the survived histogram,



4.1. Data extracted from database 45

one is young adult, this population is more prone to falls in sports or accidents, than
in just walking [74]. Furthermore, the second peak is in elderly patients with more
than 60 years old, this population is more prone to falls caused by weak bone health
[75].

4.1.6.1. Trauma injuries from falls on the same level

For this trauma we have also analyzed the most common injuries that are produced
by falls on same level, and chosen 5 of them to study more closely. The most common
traumas caused by falls on same level can be seen in Figure 4.20.

Figure 4.20.: Most common traumas in falls in same level

The traumas chosen to further study were the following:

• Contusion of scalp

• Laceration without foreign body of scalp

• Traumatic subdural hemorrhage

• Traumatic subarachnoid hemorrhage

• Traumatic hemorrhage of cerebrum

The 5 of them are injuries that occur in the head, this is because the head is the
most damaged part in the body when a fall on same level takes place (62.2% of the
total of injuries sustained in this trauma) [76]. The mortality count of these traumas
can be observed in Figure 4.21.
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Figure 4.21.: Highest mortality traumas in falls in same level

In Table 4.5 we can see the age distribution of the 5 injuries. At a first glance, it
is easy to determine that the population trends towards old people. As the traumas
studied causes damage to the head, the population with a higher prevalence to this
type of injuries are older, as opposed to the case with younger populations which have
a higher risk of sustaining bone fractures[76].

Moreover, although in most of the traumas the mean age for survivors and deceased
are close together, the standard deviation in deceased patients is really low compared
to the case of positive outcomes. This means that while both means are together,
survivors are more dispersed in the age spectrum, but the deceased patients are more
concentrated towards older ages. Nevertheless, in the case of scalp contusion the age
difference increases having a survived mean of 67,59 ± 18,91 years old, and a deceased
mean of 80,44 ± 5,41 years old.
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Traumatic subdural hemorrhage

Survived Deceased
Mean Standard deviation Mean Standard deviation

Male 68,22 16,28 73,92 11,59
Female 74,07 12,78 76,92 8,76

Scalp contusion

Survived Deceased
Mean Standard deviation Mean Standard deviation

Male 67,59 18,91 80,44 5,41
Female 73,8 14,78 76,82 9,8

Traumatic hemorrhage of cerebrum

Survived Deceased
Mean Standard deviation Mean Standard deviation

Male 71,96 15,76 70,4 10,72
Female 67,67 13,46 73,48 11,93

Laceration

Survived Deceased
Mean Standard deviation Mean Standard deviation

Male 66,35 19,1 74,97 10,86
Female 74,68 13,5 75,97 7,8

Traumatic subarachnoid hemorrhage

Survived Deceased
Mean Standard deviation Mean Standard deviation

Male 67,96 15,29 70,3 12,41
Female 73,37 13,5 77,03 9,72

Table 4.5.: Age statistics in traumas from falls on same level

In Figure 4.22 we can better see the difference between survivors of scalp contusion
(as this injury presents a higher age difference than the rest) in falls on same level
(Figure 4.22a), and deceased (Figure 4.22b). In the first group the peak is above
approximately 75 years old, as for the deceased patients the peak is over 80 years old.
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(a) Survived (b) Deceased

Figure 4.22.: Distribution of age of survivors in falls on same level with scalp contusion

4.1.6.2. Difference of patient vital signs in falls on same level

Although all vital parameters are very similar to that of the general population of the
database (Subsection 4.1.4), the temperature in the case of this trauma (Figure 4.23)
differs from the temperature analyzed in the previous Section (Subsection 4.1.4) in
Figure 4.12. In this case there is not a general hypothermia, this may be caused by
the fact that while treating elderly patients that practice may be dangerous.

(a) Temperature of survivors (b) Temperature of deceased

Figure 4.23.: Temperature of patients in falls on same level

4.1.7. Motorcycle accidents

The last of the 3 traumas that we are analyzing are motorcycle accidents. As with
the car accidents this includes driver, companion, and pedestrians. In Table 4.6 the
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age distribution can be observed.

Survived Deceased
Mean Standard deviation Mean Standard deviation

General 44,8 20,95 50,37 21,07
Male 47,37 20,8 46,04 22,04
Female 44,36 20,79 44,37 21,89

Table 4.6.: Age statistics in car accidents

Looking at the age statistics of motorcycle accidents, it can be seen that the
distribution in the general population, as well as in both genders, are very similar.
Moreover, both survivors means and deceased means almost have no difference
between each other.

Furthermore, when extracting data for this type of trauma, we had some problems
with traumas not having female patients. In Figure 4.24 the distribution of gender
in motorcycle accidents can be seen. Female patients represent approximately 11%
of the total population of this trauma.
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Figure 4.24.: Number of motorcycle accidents by gender

4.1.7.1. Trauma injuries from motorcycle accidents

As with the two previous traumas, we have also analyzed the most common injuries
that patients show in motorcycle accidents, and chosen 5 of them. The most common
injuries caused by motorcycle accidents can be seen in Figure 4.25.
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Figure 4.25.: Most common traumas in motorcycle accidents

We did not include the traumatic pneumothorax injury due to it being the same
as the case with the car accidents. The traumas chosen to study were the following:

• Abrasion

• Concussion

• Laceration

• Multiple fractures

• Lung contusion

Abrasion and laceration are the two most mortal of the chosen traumas, with
abrasion having caused more than 70.000 deaths in motorcycle accidents. Their
mortality can be seen in Figure 4.26.
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Figure 4.26.: Highest mortality traumas in motorcycle accidents

Furthermore, the age distribution for the five traumas chosen can be observed in
Table 4.7. In general, all distributions show similar values for survivors and deceased
patients, with the most different cases being in concussion trauma. The difference
in the age distribution of concussion can be explained as concussion being a trauma
that is not very dangerous unless under certain conditions older people maybe more
prone to complications.

Moreover, in this trauma there was no data of deceased female patients, as shown
in Figure 4.24. The distribution for the survivors can be seen in Figure 4.27. It is very
interesting that no data of mortal concussion existed in the database, when looking at
the distribution high probabilities of trauma survivors exist in women between 50-60
years old.
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Abrasion

Survived Deceased
Mean Standard deviation Mean Standard deviation

Male 38,59 15,24 49,33 16,27
Female 41,36 13,95 48,71 21,97

Concussion

Survived Deceased
Mean Standard deviation Mean Standard deviation

Male 37,97 15,82 54,96 25,49
Female 73,8 38,45 - -

Laceration

Survived Deceased
Mean Standard deviation Mean Standard deviation

Male 38,64 15,17 42,95 16,81
Female 43,31 15,63 48,43 13,4

Multiple fractures

Survived Deceased
Mean Standard deviation Mean Standard deviation

Male 45,36 15,44 48,93 16,65
Female 48,95 14,19 50,05 14,52

Lung contusion

Survived Deceased
Mean Standard deviation Mean Standard deviation

Male 37,4 15,44 43,91 16,66
Female 41,72 14,06 53,02 16,65

Table 4.7.: Age statistics in traumas from motorcycle accidents
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Figure 4.27.: Distribution of age in female patients with concussion in motorcycle accidents

4.1.7.2. Difference of trauma scores in motorcycle accidents

When analyzing the trauma scores for motorcycle accidents, ISS returned an out of
the norm value, unlike the results shown in Subsection 4.1.2 in Figure 4.5b, which had
a high number of patients with less than 15 of ISS score, and the predominant one
was 15 to 35, considered a non-severe injury. Figure 4.28b shows the predominant
one as 36 to 55, considered a severe injury, and the number of people with less than
15 of ISS score is significantly lower.

This may be caused because unlike some other traumas, in motorcycle accidents the
hit is taken fully by the body, which means that the injuries can be seen more easily
causing the initial evaluation to be worse than in other cases, which failed because of
complications.
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(a) ISS groups of survived patients (b) ISS groups of deceased patients

Figure 4.28.: ISS results of patients in motorcycle accidents

4.2. Correlation analysis

In this Section the analysis of linear correlations between the data is exposed. The
aim of this research was to find a direct relation between variables that allowed us to
develop a predictive model to foresee the evolution of trauma patients.

4.2.1. The process

In order to obtain the correlation between the different variables we had to join the
respective tables together. As it was seen in Section 3.1, the database contains 32
different tables, each of them with its own information being linked to others by the
INC_KEY label.

However, this primary key was not unique in all the tables, with tables such as
ICD10_ECODE having up to 50 records per INC_KEY. This proved to be a problem
when joining the tables together. The computer used to run the analysis had only
16 GB of RAM available, and when merging the whole database as a single table
the number of records where over 6 millions, amounting to a total of 15,2 GB of
RAM used. As that amount of RAM was used only as storage, when the calculations
started it capped out and failed the process. To solve this problem, two solutions
were implemented:

Data reduction: With this solution we only kept the first record of every patient, as
the record was not chosen manually the data stayed untainted. However, a huge
loss of data occurred, although the table still had around a million records, 5
millions records were lost. Due to the fact, this method was discarded as viable
and was only used to show the correlation of all the tables merged (Figure 4.29),
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as the data used in it was smaller than in the subgroup cases, this figure was
not analyzed and is only to show a general view of the relations.

Subgroups of tables: This method consisted in analyzing the correlation using only
two tables at a time, reducing drastically the memory cost of the load. This
way we would still be able to test the correlations, but in a much smaller scale,
without the need to cut down records of the patients.

It is also worth mentioning that as the data was stored in a CSV file, the types
of the columns were selected by Pandas and a lot of columns were using nonoptimal
types. This was mainly the case with number columns as they were categorized as
string columns. To fix this, a function was implemented to check for wrong types.
However, when this process was finished, another problem was found. The number
types were assigned to float64 types when they only contained integers. The problem
resided in the missing data as Pandas treated NaN values as float, and thus this
increased the size of the database in the memory. To solve this problem a specific
integer was assigned to NaN values, such as -1. This reduced the size of the object in
the memory to that of an int16 or even int8 in some cases (as shown in Table 4.8).

Type Size [Bytes]
int8 1
int16 2
int32 4
int64 8
float16 2
float32 4
float64 8
string Number of characters * size of int8

Table 4.8.: Type size reference

The same problem occurred with the strings, when loaded a categorical type was
assigned. As most of the strings were not unique, for example, gender column only
contained 3 distinct values: Male, Female, and Not Known/Recorded; they could
be substituted by a code (Male: 1, Female: 2, Not Known/Recorded: 0). This will
support the correlation analysis that will be performed, as the strings have to be
converted to numeric values in order for the correlation method to work.

By applying these methods, the memory consumption of the database was
successfully reduced. Although, the merged database could not be loaded, the size of
the table groups was dramatically reduced. Some of the tables occupied nearly 2 GB
of RAM, and after the conversion used only 200 MB, a tenth of their original memory
use.
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Figure 4.29.: Correlation of merged database

4.2.2. The analysis

With the initial preprocessing done, we were ready to move to the correlation analysis.
However, some further measures/actions need to be considered before moving to this
analysis.

Firstly, we needed to decide which tables to cross in the correlation analysis. To
do so, the description tables ending with DES were discarded. Those tables only
contain the description of the numeric codes of their respective tables, which link
to the patients records with a code. An example of this can be seen in Table 4.9,
where columns ICD10_DCODE in both tables are the same, but one contains the
reference to the patient(INC_KEY ), and the other contains the description of the
code (ICD10_DCODEDES).
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Contents of ICD10_DCODE Contents of ICD10_DCODEDES

INC_KEY ICD10_DCODE ICD10_DCODE ICD10_DCODEDES
160594005 Z99.89 Z99.89 Dependence on other

enabling machines and
devices

160013721 Z98.89 Z98.89 Other specified postpro-
cedural states

160256005 Z97.2 Z97.2 Presence of dental pros-
thetic device (complete)
(partial)

160611414 Z96.659 Z96.659 Presence of unspecified
artificial knee joint

Table 4.9.: Sample of ICD10_DCODE and ICD10_DCODEDES tables

After discarding the description tables we chose the rest of the tables based on the
information they contain, and the possible relation between each other. The groups
of tables analyzed:

AISPCODE and DISCHARGE: The reason for this analysis was to find a relation
between the degree of severity of the injury and the discharge information of
the patient.

AISPCODE, DISCHARGE, ICD10_ECODE, ICD10_DCODE, and ICD10_LOC:
In order to expand the previous analysis, the discharge information of the patient
was considered important to correlate them with not only the degree of severity
of the injury, but also with the external cause of injury, the diagnosis code and
the location code.

DEMO and COMORBID: With this pair, we wanted to analyze if there was any
relation between the demographic information of the patients and the comorbid
conditions of patients upon arrival in the hospital.

DEMO and DCODE: We wanted to see if there was a relation between the demo-
graphic information of the patients and the diagnosis code of the injury.

DEMO and DISCHARGE: Correlating these two tables, the demographic informa-
tion of the patient will be analyzed with respect to the discharge information
which provides details with respect to the length of the stay in the different
facilities of the hospital.

DEMO and ECODE: Same case that DEMO and DCODE, but with the external
cause of injury contained in table ECODE.

DEMO and ICD10_DCODE: We wanted to see if there was any difference between
ICD-9 diagnosis code of injury and the ICD-10 diagnosis code of injury.

DEMO and ICD10_ECODE: Same case as in the correlation of DEMO and ICD10_DCODE,
but in this case with the external case of injury codes.
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DEMO and VITALS: With this pair we were searching for a possible relation
between the demography and the vitals of the patient.

DISCHARGE and COMORBID: We wanted to see whether how much affected the
situation of comorbidities was represented in liner correlation.

ED and DISCHARGE: We wanted to see if by being two related events, one being
the Emergency Department, and the other being the discharge information,
some correlation could be seen and used.

TRANSPORT and DISCHARGE: See if there was a relation between the type of
transport and the discharge status.

VITALS and DISCHARGE: For this one we wanted to see if there was a huge relation
between patient vitals and their discharge.

Secondly, the Pearson coefficient was used for the correlation analysis. This was
chosen due to the disposition of the database. With the variables tending more
towards a linear function than towards a curve function. Moreover, there was a large
number of outliers found, these were removed from the sets. The method used to
remove the outliers was Z-score for its simplicity and accuracy.

Finally, the rows containing missing data and typing errors were filled with an
arbitrary number. In some cases, when the column had a huge number of missing
data the column was dropped from the row and not analyzed. As the volume of data
was already big enough, the rows dropped did not affect noticeably the results.





5. Experimentation

In this Chapter, we are going to expose and analyze the results from the correlation
analysis will be presented.

5.1. Correlation results

First of all, the format used in the correlation tables is explained. The results are color
coded: opaque blue indicates perfect positive correlation (1), opaque red indicates
perfect negative correlation (-1). The closer the value is to 0, the smaller the square
is, and the transparency increases. An example of this can be seen in Figure 5.1 and
Table 5.1.

c -1 0.5 1
b -0.5 1 0.5
a 1 -0.5 -1

a b c

Table 5.1.: Table of correlation sample Figure 5.1.: Figure of correlation sample

AISPCODE and DISCHARGE

The first correlation analysis is between tables AISPCODE and DISCHARGE
(Figure 5.2). In this case the highest correlations were between ICUDAYS-LOSDAYS,
ICUDAYS-LOSMIN, LOSMIN-LOSDAYS, and ICUDAYS-VENTDAYS:

• ICUDAYS represents the time spent in the ICU.

• LOSDAYS represents the total time spent in the hospital.

• VENTDAYS the time spent in a ventilator.

AISPCODE columns are SEVERITY and PREDOT which provide information
about the severity codes and the codes that reflect the part of the body affected
by the trauma injury. None of them present any correlation with the DISCHARGE
variables. However, the correlations found in DISCHARGE are rather interesting.

On the one hand, we have ICUDAYS-LOSDAYS, which tells us that most of the
patients that suffer a trauma end up in the ICU. Moreover, ICUDAYS-VENTDAYS
confirms the data found in Subsection 4.1.4, where in Figure 4.13 a strong correlation
between the two columns can be seen, and the studies found [73], that most of the ICU
patients are mechanically ventilated; therefore, the strong correlation found confirms
this fact.
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Figure 5.2.: AISPCODE and DISCHARGE correlation

AISPCODE, DISCHARGE, ICD10_ECODE, ICD10_DCODE, and ICD10_LOC

The second correlation analysis is between AISPCODE, DISCHARGE, ICD10_ECODE,
ICD10_DCODE, and ICD10_LOC. As we can see in Figure 5.3 the correla-
tion between these tables is rather poor, with the exception of Trauma_Type-
ICD10_ECODE, Trauma_Type-Intent, andIntent-ICD10_ECODE.

• Trauma_Type establishes whether a trauma is blunt, penetrating, or a burn.
From table ICD10_ECODE.

• ICD10_ECODE is the code for the external cause of injury. From table
ICD10_ECODE.

• Intent is whether the injury was self-inflicted, unintentional, or intentional.
From table ICD10_ECODE.

As we can see, those three columns pertain to same the same table and as such
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they were expected to be directly related.

Figure 5.3.: AISPCODE, DISCHARGE, ICD10_ECODE, ICD10_DCODE, and
ICD10_LOC correlation

DEMO and COMORBID

The third analysis is focused on the DEMO and the COMORBID tables (Figure
5.4). In this case the only positive correlation is the case of YOBIRTH-AGE:

• YOBIRTH is the year of birth of the patient.

• AGE is the age of the patient.

As can be seen form the data these columns contain the correlation is expected to be
strong. However, here we can see how the missing data affects the results, although
in a smaller way, as the correlation between YOBIRTH and AGE should be 1, but
is 0,79. This is because YOBIRTH has missing data, causing the correlation to be
lower than expected, as the value in YOBIRTH is -1 (the NaN value).
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Figure 5.4.: DEMO and COMORBID correlation

DEMO and DCODE

In the case of the tables DEMO and DCODE, the correlation between the two tables
is almost null, as we can see in Figure 5.5. The column from DCODE is DCODE.
The diagnosis code informs of the injury suffered by the patient, a sample of the table
can be seen in Table 5.2. However, it does not have any correlation neither positive
nor negative with the DEMO columns.
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DCODE Description
372.72 Conjunctival hemorrhage
372.73 Conjunctival edema
374.34 Blepharochalasis
376.30 Exophthalmos unspecified
376.32 Orbital hemorrhage
376.33 Orbital edema or congestion

Table 5.2.: Sample of diagnosis codes

Figure 5.5.: DEMO and DCODE correlation

DEMO and DISCHARGE

Although expected to find a possible relation between the demographic information
of patients, specially between the age and discharge status, nothing significant
was found, as seen in Figure 5.6. The only correlations visible are the ones
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already analyzed from within table DISCHARGE (ICUDAYS-LOSDAYS, ICUDAYS-
LOSMIN, LOSMIN-LOSDAYS, and ICUDAYS-VENTDAYS).

Figure 5.6.: DEMO and DISCHARGE correlation

DEMO and ECODE

The sixth correlation analysis was done between the DEMO and the ECODE
tables (Figure 5.7). With this pair of tables we found positive correlations
in MECHANISM-ECODE, INTENT-ECODE, INJTYPE-ECODE, and to a lesser
extent MECHANISM-INTENT.

• INJTYPE defines the type of trauma, wether is blunt, penetrating, or burn.

• INTENT is if the trauma was caused consciously or unconsciously.

• MECHANISM is how the trauma took place, for example, as a pedestrian or
by drowning.
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Although at first this looks like positive it isn’t very surprising, as again those
columns are all part of the same table (ECODE), meaning that there is no correlation
between tables DEMO and ECODE. Moreover, as those columns are inherently
related, is to be expected that a positive correlation exists. In Table 5.3 a sample of
how the external cause of injury table is stored in the database (the result of joining
ECODE and ECODEDES) can be seen.

Figure 5.7.: DEMO and ECODE correlation

DEMO and ICD10_DCODE

In the case of the DEMO and the ICD10_DCODE tables, no correlation was found.
The column from the ICD10_DCODE table is ICD10_DCODE and its correlation
with the other variables is almost 0 in all cases, as seen in Figure 5.8
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ECODE Description Type of injury Intent Mechanism
805.2 Railway, Hit by Rolling

Stock - Pedestrian
Blunt Unintentional Pedestrian,

other
806.3 Oth Spec Railway Acci-

dent - Pedal Cyclist
Blunt Unintentional Pedal cyclist,

other
815.2 Oth MVA Traffic, High-

way Collision - Motorcy-
clist

Blunt Unintentional MVT
Motorcyclist

983.0 Hang/Strangle/Suffocate,
Un/Intentional- Hanging

Other/unspecified Undetermined Suffocation

985.0 Firearms/Explosives,
Un/Intentional -
Handgun

Penetrating Undetermined Firearm

987.0 Fall From High Place,
Un/Intentional - Resi-
dential Premises

Blunt Undetermined Fall

Table 5.3.: Sample of the external case of injury

Figure 5.8.: DEMO and ICD10_DCODE correlation
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DEMO and ICD10_ECODE

The eighth correlation analysis between the DEMO table and the ICD10_ECODE
table (Figure 5.9) proves to be as unfruitful as the previous correlation showing no
correlations between the two tables. The only correlation outside of what has already
been analyzed in the previous correlation analyzes is INTENT-ICD10_ECODE,
which is to be expected as both columns belong to the same table, ICD10_ECODE,
indicating that they are inherently correlated.

Figure 5.9.: DEMO and ICD10_ECODE correlation

DEMO and VITALS

The ninth correlation is that of the DEMO and the VITALS tables. As we can
see in Figure 5.10 there are several positive correlations. with this relation. There
are important correlations between then GCS variables: the verbal Glasgow Coma
Score (GCSVERB), the motor one (GCSMOT), the visual one (GCSEYE), and the
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total Glasgow Coma Score (GCSTOT). This is due to the fact that the total score
is a combination of the results obtained from the individual Glasgow Score values
as explained in Subsection 2.1.1. Furthermore, there is another interesting group of
correlations, which are the main vital constants of the patients together with the
respiratory assistance assessment qualifier (RRAQ).

In Figure 5.10 can be seen is that the GCS correlates to the vital parameters of
the patients with a seemingly strong correlation, confirming that the GCS, a priori,
shows the condition of the patient’s vitals. Moreover, those parameters also correlate
among them, confirming also that there is a relation between vitals parameters. That
phenomena could be seen also in Subsection 4.1.4 where we saw that all parameters
reacted similarly following the state of the patient.

Figure 5.10.: DEMO and VITALS correlation

DISCHARGE and COMORBID
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The next pair of tables to analyze are the DISCHARGE and the COMORBID tables
together. As observed in Figure 5.11, based on the fact that the only column from
COMORBID is COMORKEY. COMORKEY is the code of the additional conditions
suffered by the patient, a sample of this column can be seen in Table 5.4. The
correlation between the two tables is nonexistent.

COMORKEY Description
11 Diabetes mellitus
28 Drug use disorder
19 Hypertension requiring medication
27 Mayor psychiatric illness

Table 5.4.: Sample of comorbid conditions in the database

Figure 5.11.: DISCHARGE and COMORBID correlation

ED and DISCHARGE
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The eleventh pair to be analyzed are the ED table and the DISCHARGE table.
In Figure 5.12 we can observe the relation between EMSRESP, EMSMINS, and
EMSDAYS, as well as LOCATION and LECODE.

• EMSRESP is the time elapsed to arrive to the scene in minutes.

• EMSMINS is the time elapsed to arrive to the hospital in minutes.

• EMSDAYS is the time elapsed to arrive to the hospital in days.

• LOCATION is the location where the injury happened.

• LECODE is the code of the location where the injury happened.

The reason for the relation of the fist group is caused by the fact that these three
variables represent the same information, with the only differences that in one case
the time unit of the variable is expressed minutes, and the other one is expressed in
days, and that EMSRESP is the time elapsed to arrive to the scene in minutes, and
EMSMINS is the time elapsed to arrive to the hospital.

In the case of LECODE and LOCATION, as LECODE is the code of the location
where the injury was received, while LOCATION is the description of that code, a
strong correlation is expected. A sample of this relation can be seen in Table 5.5.

LECODE Location
0 Home
5 Street
1 Farm
6 Public building
7 Residential institution

Table 5.5.: Sample of the relation between LECODE and LOCATION columns
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Figure 5.12.: ED and DISCHARGE correlation

TRANSPORT and DISCHARGE

The next pair of tables analyzed are the TRANSPORT and DISCHARGE tables.
In Figure 5.13 we can see how there is no correlation between the two tables, as
the columns from TRANSPORT are TMODE and TRANTYPE, and have neither
positive, nor negative correlation with columns from DISCHARGE.

• TRANTYPE is the priority of the transport, it has two possible values, ”Other”
and ”Primary”.

• TMODE is the mode of transport, ambulance, helicopter, police, or private (by
car or walking).
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Figure 5.13.: TRANSPORT and DISCHARGE correlation

VITALS and DISCHARGE

The final correlation analyzed is between the VITALS and DISCHARGE tables;
however as seen in Figure 5.14, apart from those correlation already analyzed
nothing new is observed. Furthermore, as the only column in the Figure from the
DISCHARGE table is HOSPDISP (this column specifies whether the patient survived
or not) we can see that its correlation with other columns is 0, or very close to 0.
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Figure 5.14.: VITALS and DISCHARGE correlation

To conclude, as no strong correlations between two independent variables were
found, we were unable to define a model in order to predict those theoretical relations.





6. Conclusion

Finally, closing this Thesis, we are going to evaluate the work achieved, and ideas for
future improvements or other possible lines of research will be provided.

In the first place, we have achieved analyzing the correlation of the tables included
in the American trauma database TQP PUF of the year 2016, which has records of
patients from 2006 to 2016.

Moreover, the thorough data analysis within the database provided with interesting
remarks about some of most life threatening traumas. It also provided insight in the
importance of patient vitals and some actuation protocols, such as the problems
found when trying to obtain accurate trauma scores. Furthermore, we could see the
differences in patients vital signs and their trauma scores between the different types
of traumas.

Even so, the correlation analysis of the database proved to be unfruitful, as
no significant correlation was found between variables not inherently related (for
example, the birth year and the age). Nevertheless, the correlation analysis was
helpful in confirming several claims that other studies had made about some situations
in the hospital, such as the relation between days in the ICU and days in a ventilator,
which we also found in the data analysis section (Section 4.1).

However, in addition to these general objectives of the Master Thesis, I also believe
it is important to reflect that in this development process a parallel learning of areas
and technologies which I had not previously worked with has been carried out, such
as the handling of trauma in the hospitals, and the techniques involved in it, as well
as a deeper understanding in data analysis methods.

6.1. Future developments

As the correlation analysis proved unfruitful, to finalize this Thesis I would like to
highlight a series of ideas and improvements that could be carried out in order to
improve results or extend functionalities that, due to lack of time, have not been
included in this work.

• Obtain access to another trauma database so that the data can be crossed for
analysis and evidence. In our case preferably the RETRAUCI trauma database.

• Expand the data analysis fraction to include more life threatening traumas, as
well as dig deeper in those traumas, in search of abnormalities that may prove
useful to improve the process of care.

• Use regression analysis and other machine learning techniques to try and find
a suitable prediction model for the patient conditions while in the hospital.
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Expanding the techniques to incorporate deep learning models would also be
interesting.

• Incorporate the finding onto a medical simulation system and study its impact
in teaching and improving professionals skills.
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A. Ethical, economic, social, and
environmental aspects

A.1. Introduction

Data analysis is being used in more and more fields each day, as it has proven that
upgrading existing protocols and services is possible with its help. In the medical field
it has opened the door to machine learning, and in the most broad sense artificial
intelligence. This Master Thesis focused on analyzing the data stored in a database
of trauma patients records.

A.2. Description of relevant project related problems

• Social impact: This Master Thesis has a direct social impact, as the findings
can help Emergency Medical Services (EMS) and Emergency Department (ED)
departments to be better prepared to face problems, and to respond quicker to
them. Therefore, increasing the patients survival probability.

• Economical impact: The economical impact of this Master Thesis is included
within the costs to the hospital from trauma related injuries. A study [77], found
that the annual cost of all adverse drug events and preventable adverse drug
events, in a 700 bed teaching hospital, was estimated to be 5,6 million dollars
and 2,8 million dollars respectively.

• Ethical impact: Pucher et al. [78] claims that medical errors cause injuries to
healthy patients in approximately 3,6% of hospital patients, with a risk of harm
of 30%. Moreover, the majority of the errors (51%) occurred during the initial
stay at the ED. With better clinical training these errors could be significantly
reduced.

• Environmental impact: There is no environmental impact in the realization
of this Master Thesis, as it was all done within a computer environment.

A.3. Conclusions

The improvement of the clinical simulation thanks to data analysis would, in turn,
improve the care that patients receive during their episode of trauma, as the EMS and
ED services would be better prepared. Furthermore, it would also save the hospital
money from misuse of drugs, and possible lawsuits from the patients or families due
to medical negligence.





B. Economic budget

In Table B.1 the economic budget is explained.

Workforce cost (Direct cost)

Hours Price/hour Total
400 12 4.800 €

Material costs (Direct cost)

Price Use in
months

Amortization
in years

Total

Personal computer (Software
included)

1.000,00 € 4 5 66,66 €

TQP PUF AY 2016 trauma
database

500,00 € 4 5 33,33 €

Total of material costs 99,99 €

Total costs

Workforce costs 4.800 €
Material costs 99,99 €
General costs (15% of direct
costs) (Indirect cost)

734,99 €

Industrial benefit (6% of di-
rect and indirect costs)

338,09 €

IVA (21%) 1254,34 €

Total 7.227,41 €

Table B.1.: Economic budget of the Thesis
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